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Abstract— The proposed approach presents a solution for
automatically synthesizing the SW code of complex embedded
systems from a model driven system specification. The solution
is oriented to enable easy exploration and design of different
allocation of SW components in heterogeneous platform,
minimizing designer effort. The system is initially described
following the UML/MARTE standard. Applying this standard,
the system is modeled, describing its components, interfaces
and communication links, the system memory spaces, the
resource allocations and the HW architecture. From that
information, a SW infrastructure containing the
communication infrastructure is generated ad-hoc for the
system depending on the HW architecture and the resource
allocations evaluated. As a result, the infrastructure
synthesized is more specific and simple than previous
approaches using solutions such as CORBA or RMI. The
conseguent communication overhead reduction can result in an
important advantage for system performance.

Index Terms— System on ChipOne, Software

Synthesis, Design Space Exploration

I. INTRODUCTION
The evolution of fabrication technologies has eedthe

design methodologies start from high-level UML misde
combined with algorithmic codes (e.g. C, C++, Matlatc.)

of the different system components [1]. In thesalets the
user defines the system functionality using a ptatf
independent model (PIM). Then, given a platformirdaédn
model (PDM), the PIM is translated to one or more
platform-specific  models (PSMs), where resource
allocations are specified.

In order to achieve an optimal solution for theafin
system, the most promising platform-specific moldas$ to
be selected before the implementation processsfaesign
space exploration (DSE) solutions have been prapose
perform this selection process. However, therdilisnsuch
work required to develop solutions capable of miningy
the effort required to provide the accurate esiibmametrics
the DSE tools require to evaluate the quality df the
different possible implementations from the init@alstem
models. The connection between high level modeling
languages, such as UML, and the initial implemeéonast
required for performance evaluation currently irapliarge
synthesis processes; processes that cannot bermedo
manually if designers want to enhance the proditgtdf the
design cycle. Thus, solutions enabling automatithesis
are required.

development of powerful System on Chips containing

multiple heterogeneous processors of different gype
including CPUs, DSPs or GPUs. As a result, thesterys
can support large and complex functionalities. fdeo to
handle this complexity design flows are evolving start
working at higher levels of abstraction. Designatghigher
levels of abstraction is an effective way deal wlisinge
system complexities, selecting optimal configunagicand
verifying system constraints early in the desigacpss. To
do so, two main issues have to be solved. Firg,rigquired

to provide methodologies where designers can easi

describe the system functionality, considering die

interactions among its functional components. Then,

solutions capable of optimizing the implementatafnthis
functional description are needed.

Model driven design methodologies are being comygnonl

adopted to handle the design of large functiomalitLatest

This work has been founded by the PHARAON FP7-2883td the
SpanistTEC201:-2866¢-C04-02 MCI projecs.
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In this paper, a SW centric design flow is presdnt
This design flow starts by capturing in UML/MARTE
models the most relevant system information relatethe
SW application structure, the specification of therallel
structure defined by memory partitions an the gpoading
allocation into the HW platform. From the UML/MARTE
models, a transformation process can be implemetimaid
enables the obtaining of the SW infrastructure iregufor
the synthesis. The proposed approach performsyttibesis

f the different possible implementations to be lesgd

onsidering that the functional code is providedHsy user.
The approach generates the final executable fdessing
on the maintenance of the memory spaces and autatthat
generating the communication infrastructures.

The use of the information described in the UML elod
enables the automatic generation of ad-hoc comratioits
infrastructures supporting interconnection of théfecent
system component. The synthesis of ad-hoc commtimrica
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infrastructures produce more specific and simpdeltse than presented. UML Sequence diagrams are used to define
previous approaches using solutions such as CORBA a@ontrol flow patterns, and then, they are transémnin
Remote Method Invocation (RMI) [11], which relayrimore  Activity diagrams according to a different set of
complex solutions, capable of being reused in awiahge transformations rules.

of use cases. The use of simpler infrastructuresqgikes a
reduction of communication overloads, which canegiv
benefits when optimizing embedded system perforgmanc
Additionally, it avoids the effort of manually gea¢ing and
filling the skeletons required to apply these ga&ner
communication infrastructures.

Other relevant research area focuses on the deweldp
of HW/SW communications within  UML-based
methodologies. In [7] a semi-automatic solution for
generation of HW/SW infrastructure from UML modédts
presented. This  solution implements high-level
programming interface (software drivers and hardwar

In order to present this approach, the paper igleivas adapters) using Remote Method Invocation (RMI) s#ioa
follows. First, the state of the art is describ8dcond, the as the framework to unify the communication inteefs for
complete flow is presented. In section 4, the UMBMRTE  all HW and SW components. The automatic generason
methodology is shown. In section 5, the synthemiggss is  dealt with by means of a template-based mechanism.
described. Then, an example is described in seddion

Finally, results, conclusions and future work arespnted. In [8], a method is proposed for synthesizing ksiees

for heterogeneous IP integration from UML modelfie T
framework supports both interface protocol cust@tiimn
and glue logic generation, thereby maximizing IP
Automatic synthesis of code from high level modeds integration. Additionally, the framework enableseth
obtained an important interest in last decade. éxample, generation of the communication links among thetesys
several works focused on synthesis for embeddeds So®locks from UML profiles used to model the systeswel
design from SystemC approaches have appeared1]m[l communication interfaces.
generic framework for HW/SW communication of
functional tasks with shared resources, called &har

g%i?;%és.br;rs:g?;?3&;2”;?;2‘%“ganA|'?Fé$?nig%1% model all the characteristics of embedded syst¢mnerder
to analyze timing requirements of the HW/SW blocksto confront the challenge to cover the completdgiefow
; L . of real-time embedded systems, the MARTE profiles wa
separation and the bindings established among the%?eated [4]
HW/SW blocks, the authors propose a transparen '
communication mechanism and synthesis support for The MARTE profile is an OMG standard that offers a
communication across the HW/SW boundary. In [12], aich set of extensions specifically suited for Hpecification
method for systematic embedded software generdton of embedded real-time systems. MARTE enables mgldi
presented. There, the SW code (processes and procesodels containing detailed information about agtian
communication, including HW/SW interfaces) is structure, concurrency infrastructure, the HW/S\atfpkm
systematically generated, from SystemC threads. specification and the system architecture TakingRVE&-
based models as input, several synthesis approdehes
also been proposed. Gaspard2 [10] is a designamagnt
for data-intensive applications which enables MARTE

e ; - description of both, the application and the hamwa
object-oriented software systems modeling to caolféerent platform, including MPSoC and regular structurestoTigh

design dpmams. In this context, research to .amm‘. to .model transformations, Gaspard2 is able to genesmate
the design of embedded systems has gained incgeasin

interest, [1] [2], both in the application of theodels in the e)r(gcfe:;br:weers-i-/li_e,\cv (PS\.}/_?;ekrer:/Cell platform at ~ the  timed
design flows and in the evolution of the UML langad4]. prog ’

Il. STATE OF THE ART

However, UML, as a completely generic language,
usually lacks of all the semantics required to adésly

However, other non specific high-level modeling
solutions, such as UML, have also been appliedhat t
context. The application scope of UML [3] has eeal\from

In [9] the complete design flow to move from higivél
cI)\/IARTE models to code generation, for implementatidn
(ﬂ/namically reconfigurable SoCs is presented. is plaper,
generic control semantics for the specificatioradéptative
and dynamic reconfigurable SoCs is presented. #) fl
design flow based on high level languages (SysML,
MARTE, SystemC...) enables the generation of the
Qeterministic  multi-threaded code  for parallel
implementations.

Most of the efforts spent on the integration of UML
within embedded design processes, have focused
synthesis. Several researches on synthesis baséévian
models are characterized by the creation of statehine
models or variations of them [13]. In [5], a fornasign for
reconfigurable, modular digital controller logicnslgesis is
presented. By means of UML state machines concdurre
super-states are modeled, enabling the direct, naito
mapping on structured array of cells in FPGAs.

Nevertheless, all the previous solutions are oeignb
Seneration of previously fixed models, leaving &edtural
decisions to rely on designers experience. Howenidin, the
improvement of evaluation tools such as virtualoat

Nevertheless, not only state machine modes have be
used for synthesis. In [6], a set of transformatioles for
synthesis of code from UML activity diagrams are
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(QEMU [15], OVP [16]) and DSE solutions [17], binary files required for simulation or physicaleextion.
approaches oriented to support configurability, andrhe elements generated can be grouped in threeFetls
especially different resource allocations are negliiAs a the infrastructure generates the wrappers that aoruate

result, this paper focused on that area. the interfaces of the components in different mgnspraces
using the resources of the platform. Secondly, ffilekeare
I1l. PROPOSEFLOW generated in order to enable automatic executiorthef

compilation processes. Finally, linker scripts gemerated

The goal of the proposed flow is to enable selgctire when needed, from the information of the PDM.

most adequate allocation for the system under dpuednt
with minimal design effort. Thus, it is required poovide a These elements are used by the compiler togethtar wi
way to describe the system under design, and then, the functional C code provided by the user and a
solution capable of generating the inputs requipgdthe communication library already developed as partthef
simulation tool selected by the designer to eseémiite  proposed flow. This library contains the basic sohs for
performance metrics of the different alternatiidSs and communicating components depending on their aliosst
Virtualization tools such as QEMU are usually stddcfor  different processes in the same OS, processesffaredit
that task. In both cases, the inputs required amlynthe nodes communicated by TCP/IP connections, etc.
executable binary files that should run on the essing
resources of the target platform. Additionally, idcap
prototyping solutions can be also applied to eueluhe
different design possibilities. In that case, sembinary files
are also required. Finally, the resulting files foe selected
allocation can be directly used in the final desigrcan be
refined by the designer. Thus, the main challenf¢his
paper is to solve the automatic generation of th@sary
files though a synthesis process.

As a result, the proposed approach automatically
generates the executable files combining the fanati
separated codes for all the system components,hwdrie
provided by the wuser, together with synthesized
communication wrappers, and compiled ensuring the
maintenance of the memory spaces. This memory space
enables the combination of separate functional €ode
avoiding interferences among components.

< {[S6w+ | oML | o > IV. UML/MARTE MODELING
—Auocaﬁons The system wunder design is specified by an
Comearan ) § UML/MARTE model before starting the flow. The gragsd

‘ UML Generator ‘ orientation of UML helps designers to handle lasgstems

= TN < in an easy way. However, the UML/MARTE model has to
Cmmunicati@ Gomp”aﬁo§ <Linker> “Basic contain all the relevant, essential informatiorthef system,
wrappers makefiles Scripts /) | communic. in order to enable performing the synthesis pracekss, it

N @ T libraries is required to define a UML/MARTE methodology

— combining the benefits of a visual language witihgéa
Compiler amounts of information. To solve that point, théormation
2 3 contained in a UML/MARTE model is separated in sfiec
Simulation tool: Physical concerns, d(_apending on _their ap_plicfation area. E_aubern
o rtulaslgation platform is captured in a model view, which is representsidgithe

UML diagrams that most fit the concern. In order to

Fig. 1 Proposed Synthesis Flow. . . . .
The proposed design flow (figure 1) starts from thedlstmgwsh this model views, a set of stereotyipage been

UML/MARTE model of the system. This model is prositi deggnjgaw;sfh:tﬁgig%pnes id;g::g;is{;ésvn;fmm be

by the designer. The model is composed of threen mai" Sy '
elements. The first one is the platform independeadel Additionally, the views of the system model areuped
(PIM) which describes the functional componentfieitt forming three different viewpoints: the Platform
interfaces and the functional code) and the intamections Independent Model, PIM), the Platform Descriptiondél,
among them. Secondly, a platform description m@8BIM)  ppM) and Platform Specific Model (PSM). The PIM
descrlbl_ng the HW platform_ c_omposed OT the avadabl describes the system functionality (e.g. applicatio
processing elements and their interconnection. fmally, functional code, interfaces). The PDM describes the

the UML/MARTE model contains the architectural different HW and SW resources that form part ofd¢stem

mappings to be evaluated, which are specified ia th X . .
platform specific model (PSM) [8]. Additionally, ehuser platform. Finally, the PSM describes the systenhiggcture

must provide the functional C codes for all the teys and the allocation of the application components ithe
components of the PIM. platform resources.

From this information, an infrastructure developied PDM and PSM models can be solved using a single vie

Eclipse generates all the elements required totergwe for each one, since the information supported it tho
wide: a view describing the HW components of thegfptrm
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and their interconnections for the PDM and a viehese The CommunicationViewncludes the elements that define
memory spaces are mapped to HW resources for the PSthe semantics of the channels used to interconttext
More information on these views can be found i [18 application components. The MARTE stereotype used t
specify these communicating components is the
<<CommunicationMedia>>, included in the MARTE sub-
profile Generic Resource Modeling (GRM). The mouaigli
of the set of specific communication semantics that
CommunicationMedi&an capture is out of the scope of this
paper.

However, the description of the functionality regsi
much more detail, making the PIM to rely on the akéour
views: Functional view, Concurrency view, Commutima
view and Memory-Allocation view. As a result thesiimer
obtains a complete system model that can be daaiigled
to support the system design.

. . . Finally, the allocation of the application compotgeimto

First, the mterna_ls of the_ functional componerisie memory spaces is dealt with in a system view idiedtiby
syste_r_ns are described using an UML pa_ckage_ that IFe stereotype <<MemoryAllocView>>. The
speC|f_|ed .by .the stereotype <<Fl.”.mt'(.ma|v'ew>>'MemoryAIIocViewpackage contains the components that
FunctionalView includes both the specification of the . . .

! . . . : identify the different memory spaces that are uledthe
functionality and the interfaces provided and reegliby . C
allocation process of the application componenihese

each application components. Each application compo
has associated a set of C code files that defire th oY SPaces are modeled by the MARTE stereotype

. . ) <<MemoryPartition>>, which is included in the MARTE
component functionality. These files are modellsdUML subprofile Software Resource Modeling (SRM)
artefacts using the UML standard stereotype <<file> '

After modelling theMemoryPartition components, the
application components have to be allocated inteseh
memory partitions. The mapping of the application
components into memory partitions is dealt witraituML

In a second step, internal concurrency of the gayste
application components is modelled using the stgpeo
<<ConcurrencyView>>. The application components ar
modelled by the MARTE stereotype <<RtUnit>> incldde , : . :
in the MARTE subprofile High-Level application mdihg composite s_tructure d|agra_m . included n _the

MemoryAllocViewpackage. In this diagram, the application

(HLAM). Each RtUnit component has their own execution . . . . X
thread, providing/requiring _ services  toffrom Othersmstances defined in th@oncurrencyVieware mapped into

- . . instances oMemoryPartionscomponents. The application
application components by means of provided andired . .
; s . . component instances are mapped to memory partition
interfaces. The association among files and R&Jist instances by means of UML abstractions specifiedtH
defined by means of a UML abstraction, specifiedthy y P

MARTE stereotype <<allocated>>, included in the MAR MARTE stereotype <<allocate>> (Figure 3).
subprofile Allocation Modeling (Alloc). An exampte view

. . . ) . + applil: AppliComp_1 + appliz: AppliComp_2
describing these relationships can be shown inrEigu Srutare P
«rtUnits artUnits ! !
xConjponent» «Corqponent» «abstraction4 «abstraction4
AppliComp_1 AppliComp_2 callocater ) «allocakes 1
y v
. + memol: memoPartition_1 + memozZ: memoPartition_2
«::ﬁc,t?:f:zg:» :’7 h «abstractions J'?\ «abstraction: structure TR
wt v #allocateds 0 «allocateds
A i
shie sl el Figure 3. Mapping SW components to HW resources
File:_1 File_Z File_3

V. AUTOMATIC BINARY GENERATION

Figure 2. <<RtUnit>> components and their assodiatefile>> o
From the UML model and original C code that

Additionally, the ConcurrencyView includes the implement the application functionality, the genera
application structure, defined by instances ofapplication ~ Produce a set of files that includes C wrappers ¢nables
components and the way there are interconnecteé. THe communication among the application componants
application components are interconnected by mezins the compilation scripts. The interface wrappers tise
UML connectors that represent communicating channel facilities provided by a communication library tmplement
Communications are established through UML portsere  the final communication mechanisms.
the provided/reqqired interfaces of each applicatio o |nterface wrappers
component are defined. The code generator extracts from the UML model the

The UML connectors are specified by means of thd1ecessary information for application componentd s
UML components defined in another model view, theCOmmunications. This information must be reflectedthe

<<CommunicationView>>, which is also part of theVPI model and contained in the corresponding systemsvie
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As a result of the previous elements, several di@tu

components are defined, and the way they ar8ows can be found in the resulting code. In additto all
interconnected; the required/provided interfacesxecution flows required by the functional compdseio

and the channels
the CommunicationViewhere the communicating
components are defined

mechanisms are displayed

described

All this information is used by the code generator
write the communication wrapper codes dependinghen
allocation of each component involved in
communication, details about the arguments tha¢ lawbe
transferred on each communication (data type, sing
direction: in, out or inout), and the physical reses the
HW platform provides to communicate the processors.

B. Communication libraries

each

execute their functionality, each server applicatimas one
thread attending each channel which it is connected
Moreover, to attend each request a new thread hll

the PDM view, where the physical communicationgenerated, finishing when request is completed.

On the other hand, the client application has its o

the PSM, where the resource allocations argyecution flow and generates a new thread wheréts

require a service from other different application
component. The request could be blocking or notit $®
necessary to allow that the application flow canit ke
response or not and continue.

VI. MULTI-PROCESS EXAMPLE

An application example has been developed to ctrexk
abilities of the proposed approach for exploratiativities.
The application consists on four application congrus.

A library for communication between the applicationy,g components acts like servers providing specific

components was implemented. This communicatioradibr
enables the synthesis of the communication infuatires

from the information captured in the UML/MARTE mdsle
In the current approach, the communication impldetiis

based on the client-server paradigm.

On the client side when an application requiresraise
from other application, the client application gexies a
new thread for the request. Firstly, this threadegates, for
each parameter of the serviceparameter structurewith
the information about the parameter: an uniquetifienin
the call, the size of the data parameter in bytestype (e.g.
return, in, inout), a flag indicating if the paratereis pointer
or not, and the pointer indicating where the datanithe
process local memory. Then, the thread generatequest
structure with the information of the request with the type
(blocking or not blocking), the identifier of theurfction
required, the number of parameters, and finallkslimto
this request structureall parameter structurecreated
before. Therequest structureis used by the interface
communication to store data in the channel and adify
local data when the request is completed. Finaflyhe
request is non-blocking, the thread finishes, dothg
opposite in the blocking case. Once the response
available, the thread modifies locally the origimkta for
the new one and finishes.

On the other side, the server has an active paithws

functionality through provided interfaces. In adult the

other two components acts like clients requiringsame
time, the functionalities that are provided by ervers

both servers are connected with both clients. Ediemnt

obtains a set of two matrixes of points from gmeages and
accesses the servers to manipulate them. Moresphecthe
clients use the first server to get the inversegienaf the first
matrix and then access to the other server toladdrnverse
image with the other image.

ch_s1_c2 5
-
’
-

+ Client_1

. + Server_2

// \‘\
- N
ch_s2_c1 B[ ch_s2_c2 %

Figure 4. Architecture of the proposed example

Figure 4 shows the UML model that captures the
architecture of the application with the four apation
Bomponents, the two server applications and thedient
applications gerver_1, server_2and client_1, client_2
respectively). The application components
interconnected by means of UML connectors thatesgmt

are

in charge of constantly listening to each incomingtOMmunicating channelsch{_s1_cl, ch_s1_c2, ch_s2_cl

communication channels waiting for the requestselvibne
request through a communication channel is receitres
server registers the data and generates a nevdttoredtend
it, and continues listening to the communicatioareiel. So
then, once the petition is completed, the serverestthe
new data in the communication channel.

C. Execution flow structure
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and ch_s2_c2 The communication is established through
UML ports, where the provided/required interfacésach
application component are defined.

In the code synthesized from the UML model, a main
program file is generated by each application. iflaén files
contain the necessary code infrastructure for
implementation of the communication among the apgibn

the
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components. Specifically for the server case, ithe &dd an identifying the memory spaces of the componentsjrth
active element that is listening to the channel ointerfaces and allocation, it is possible to geteetainary
communication. Additionally, for each system inted files for different allocations from the same input
included in theFuntionalViewa file is generated in order to

enable the calls to the functions provided by thetafaces. Additionally, the generated wrappers can implement

different communications using basic communication

Finally, once the code files are generated, a niekisf faciliies. Communication facilities to connect nmm
generated to compile and link the whole applicatiorspaces in the same OS and memory spaces in OSsctedn
components with the communication interface to gatiee through TCP-IP protocol have been implemented.
the target executable files. Additional communication types, such as CPU-DSP
communication will be solved in future works. Moveo,
deep analysis on the effect of the proposed contation
infrastructures in system performance, and theingarison
with other infrastructures such as CORBA or RMI atid
pending.

The proposed infrastructure has been applied ttoexp
two different implementations of the communicatiansong
clients and services: using fifos from the opematgstem or
using TCP/IP sockets. The execution of the apptinat
components has been run on two different HW platfor
The first one was a common laptop (Intel Core 2 Duo VIIl. REFERENCES
@Z-OOGHZ) and the second one was on a Panda BOE}E‘?‘. Y. Vanderperren, W. Mueller, and W. Dehaene, “UMLt électronic
(OMAP4430 Cortex-A9 @1.0GHz). The execution worked systems design: a comprehensive overview,” Desigroration for
with 1920x1080 matrixes of integer values. Fromsthe Embedded Systems, vol. 12, no. 4, 2008

simulations, the results of table 1 have been etddausing [2]. L. Lavagno, G. Martin, B. Selic. “UML for real: dgs of embedded
the “time” Linux command real-time systems”, ISBN 1-4020-7501-4.

[3]. “UML profile for system on chip (SoC) specificatior2006

TABLE . TABLE TYPESTYLES [4]. OMG: "UML Profile for MARTE", www.omgmarte.org, 2@0

A TIME Board Laptop [5]. M. Adamski. Design of reconfigurable logic contes from
Pp- (se0) Fifo Socket Fifo Socket hierarchical UML state machines. 2009 4th IEEE @oerice on

lont REAL 2127 2.835 0.338 0.829 5 ISndllistnal Elec;ronljs sni Aﬂpllccstlpncs, IEIEA %roogm. .
. S. Kang, H. Kim, J. Baik, H. Choi, C. Keum.Transhation Rules
1 USER 0.750 0.797 0.124 0.124 for Synthesis of UML Activity Diagram from ScenaBased
SYS 0.508 0.570 0.100 0.136 Specification. IEEE Proceedings of 34th Annual Catep Software

Client REAL 2.201 2.990 0.356 0.732 and Applications Conference (COMPSAC), 2010.

5 USER 0.852 0.781 0.136 0.137 [7]. J. Barba, F. Rincén, F. Moya, D. Villa, F.J. Villsva, J.C. Lopez.
SYS 0.445 0.852 0.080 0.097 “Automatic HW/SW Interface Generation for Seamléstegration

from Object-Oriented Models”, International Confeze on

The proposed approach has enabled performing the Embedded Systems & Applications. ESA, 2009,

comparison without manual porting effort. As a festican [8]. S. Zhenxin, W. Weng-Fai. A UML-based approach fetenogeneous

be stated that fifo communications are faster thackets, IP integration. Proceedings of ASP-DAC, 2009.
which can lead to an optimal implementation. [9]. I.R. Quadri, H. Yu, A. Gamatié, E. Rutten, S. M#ftJ-L. Dekeyser.
Targeting reconfigurable FPGA based SoCs usindJtie MARTE
VII. CONCLUSIONS AND FUTURE WORK profile: From high abstraction levels to code gatien. International

. Journal of Embedded Systems, 2010.
The proposed approach presents a solution fjﬁ]

. . 0]. E. Piel, R. Atitallah, P. Marquet, S. Meftali, SiaN A. Etien, J.-L.
automatically synthesizing the SW code of compl Dekeyser, P. Boulet: "Gaspard2: from MARTE to Sysie

embedded systems from a UML/MARTE models. The  Simulation”, proc. of the DATE'08 workshop on Mddgl and

automatic synthesis process enables easy explmralio Analysis of RT Embedded Systems with the MARTE Uptbfile.

different allocation of SW components, since sirarg [11] P-A. Hartmann, K. Grutiner, P. lttershagen, —A. tBag."A
. . . . framework for generic HW/SW communication using oéenmethod

such as ISSs, virtualization tools and rapid psqtiog invocation”. ESLSyn, 2011.

solutions can be performed with minimal designéwréf [12]. F. Herrera, H. Posadas, P. Sanchez, and E. ViiBystematic

. L . . Embedded Software Generation from SystemC”, DATI®R
The system is initially described following the [13]. D. Harel, H. Kugler, and A. Pnueli, “Synthesis s#ed: Generating

UML/MARTE standard. The resulting model contain$ al statechart models from scenario-based requiremierfisymal

information from functionality, HW platform and a#fation Methods in Software and System Modeling, 2005.
required to perform the automatic synthesis. Tedavhile  [14]. V. Papailiopoulou, et al: “From design-time conemuy to effective
maintaining the enough simplicity in the visualgtiams, the implementation parallelism: The multi-clock reaetivcase”.

Electronic System Level Synthesis Conference, 2011
5]. QEMU, www.gemu.org
6]. Open Virtual Platforms, http://www.ovpworld.org/

information is displayed in several views. Fronstiriodel, a 1
generator synthesize the communication wrappe|JF1
completely ad-hoc for the application, reducingdierhead o ) e, e Explorer, http://home.dei.polimi.it/zaciz
obtained with more generic solutions. multicube_explorer_v1/Home.html

The approach enables easy exploration by focusiag t [18]. F. Herrera, P. Pefiil, E. Villar, Francisco FerrdRafl Valencia: “An

L Embedded System Modelling Methodology for Designa
system model on the definition of memory spaces. By  gxpioration”, ;{ARTECO 20129 o .
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